
Annotation: Comprehensive Evaluation of Performance Metrics 

In this study, several key performance indicators were employed to rigorously assess the capabilities 
of the proposed category-theory-based AI model relative to other advanced AI models. These 
indicators, namely the Self-Improvement Score (SIS), Peace Index (PI), Multimodal Accuracy 
(MA), Sentiment Analysis Accuracy (SAA), Named Entity Recognition F1-score (NERF), 
Language Transformer Perplexity (LTP), and Text Summarization ROUGE (TSR), were chosen for 
their relevance in evaluating diverse aspects of AI performance in various contexts. 

Each of these indicators—SIS, PI, MA, SAA, NERF, LTP, and TSR—was defined independently by 
the New York General Group, drawing upon foundational work as referenced within the main body 
of the text. These metrics were constructed based on a synthesis of existing literature, with careful 
adjustments made to ensure they accurately reflect the multidimensional capabilities required by 
advanced AI systems. The intent was to capture not only traditional measures of accuracy and 
performance but also novel dimensions such as self-improvement potential and adaptability across 
multimodal inputs and outputs. 

For the evaluation itself, the latest version of GPT-4 was utilized, specifically to ensure objectivity 
and consistency across comparative analyses. GPT-4’s evaluation capabilities, including advanced 
language understanding, reasoning, and data analysis functions, provided a robust platform for 
grading and comparing model outputs on these indicators. This choice of evaluator was aligned 
with the study’s goal of ensuring that the assessments were not biased by any inherent tendencies of 
the category-theory-based AI model itself but instead were subjected to an external, high-standard 
AI evaluation protocol. 

This document provides an account of the seven evaluation metrics—Self-Improvement Score 
(SIS), Peace Index (PI), Multimodal Accuracy (MA), Sentiment Analysis Accuracy (SAA), Named 
Entity Recognition F1-score (NERF), Language Transformer Perplexity (LTP), and Text 
Summarization ROUGE (TSR)—used to rigorously assess the category-theory-based AI model 
developed by the New York General Group. Each metric was meticulously defined based on 
theoretical underpinnings and empirical insights derived from foundational research. This set of 
evaluations offers a robust framework for understanding the capabilities, limitations, and potential 
applications of this model in a variety of complex AI tasks. GPT-4 was selected as the primary 
evaluator to ensure impartiality, consistency, and adherence to the highest standards of quantitative 
and qualitative analysis. 

1. Self-Improvement Score (SIS) 

Definition and Objective 
The Self-Improvement Score (SIS) was defined to quantify the model’s capacity for autonomous 
learning, particularly through recursive self-assessment. It measures the model’s ability to generate 
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questions, provide answers, evaluate those answers for accuracy, and integrate this learning into 
future tasks. The SIS metric assesses the extent to which the model can improve iteratively without 
external input, making it a critical indicator of long-term adaptability and learning efficiency in 
complex AI systems. 

Methodological Foundation and Theoretical Context 
The New York General Group constructed SIS based on the foundational works in recursive self-
improvement for AI models, with particular reference to studies on large language models (LLMs). 
These studies provided insights into how LLMs demonstrate improvement after multiple task 
exposures. The SIS metric defined here goes beyond simple exposure learning; it evaluates the 
model’s ability to self-correct by analyzing error patterns through a category-theoretic framework. 
This enables the model to identify logical inconsistencies and optimize its responses based on 
structural patterns, leveraging categorical transformations to facilitate recursive improvement. 

Evaluation Procedure 
GPT-4 administered a series of iterative tests where the model was presented with novel problem 
sets across varied domains (e.g., mathematical reasoning, text summarization, and image 
description tasks). The model was instructed to answer the problems, evaluate its responses for 
accuracy, and modify its answers based on self-analysis. This process was repeated over multiple 
iterations to simulate a learning loop, and the model’s performance improvements were quantified 
as a percentage increase in accuracy. Each iteration’s score was averaged to produce a final SIS, 
which represents the model’s overall efficiency in self-directed learning. 

2. Peace Index (PI) 

Definition and Objective 
The Peace Index (PI) was adapted to measure the neutrality, balance, and cultural sensitivity of 
language generated by the model. Originally derived from linguistic studies correlating language 
use with peace indices in different regions, PI evaluates the degree to which an AI model can 
generate unbiased and culturally neutral text, particularly in contexts involving sensitive topics, 
news summarization, or public information generation. 

Theoretical Background and Metric Design 
The PI metric’s conceptual foundation lies in the research of Gao et al. (2019), which examined 
linguistic divergence based on peace levels in various countries. The New York General Group 
expanded this research by defining PI to measure linguistic neutrality, bias mitigation, and diversity 
in generated language. The metric was tailored to assess the model’s ability to avoid regional or 
cultural biases, evaluating word choice, sentiment distribution, and topic diversity in outputs. In this 
model, PI serves as an indicator of both linguistic fairness and adaptability across varied 
sociocultural contexts. 

Evaluation Procedure 
GPT-4 evaluated the model’s PI by presenting a diverse set of news articles, social media excerpts, 
and culturally nuanced texts, then instructing the model to generate summaries or responses. The 
responses were scored on sentiment neutrality, topic inclusivity, and lack of culturally or politically 
charged language. An average score was computed across these responses, capturing the model’s 
linguistic balance in terms of sentiment and content diversity. Additionally, GPT-4 applied a 
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sentiment analysis algorithm to detect any skewed language, enhancing the objectivity of the 
evaluation. 

3. Multimodal Accuracy (MA) 

Definition and Objective 
Multimodal Accuracy (MA) is designed to assess the AI model’s ability to accurately interpret, 
process, and generate data across multiple modalities, such as text, image, and audio. This metric 
evaluates the model’s capability to create cohesive outputs by integrating information from different 
types of inputs, essential for applications in areas like cross-modal reasoning, human-computer 
interaction, and automated data synthesis. 

Theoretical Underpinnings and Development of the Metric 
The concept of multimodal integration in AI builds on research in visual-linguistic models, such as 
ViLBERT (Lu et al., 2019), which perform joint processing of text and image data. The New York 
General Group expanded upon these principles by introducing category-theoretic structures that link 
disparate data modalities, allowing for more efficient mapping of information across formats. MA 
evaluates both the precision of individual modality interpretation and the logical coherence of the 
generated output, emphasizing consistency across complex multi-modal inputs. 

Evaluation Procedure 
GPT-4 conducted the MA evaluation by feeding the model a series of multimodal datasets, 
including text with corresponding images, image sequences with captions, and synthesized audio 
clips with descriptive text. The model was tasked with creating integrated summaries, analyses, or 
descriptions, which were then scored for three components: (1) accuracy of individual modality 
processing, (2) logical consistency across modalities, and (3) contextual coherence of the generated 
output. This ensured a holistic assessment, capturing the model’s competence in synthesizing 
complex multimodal inputs. 

4. Sentiment Analysis Accuracy (SAA) 

Definition and Objective 
Sentiment Analysis Accuracy (SAA) quantifies the model’s effectiveness in recognizing and 
interpreting sentiment within a text, encompassing a wide range of sentiments including positive, 
neutral, and negative, as well as more complex nuances like sarcasm, mixed emotions, and 
contextual tones. This metric is particularly relevant for customer service applications, content 
moderation, and market sentiment analysis. 

Theoretical Foundation and Metric Construction 
The SAA metric is informed by research in sentiment analysis, notably the Recursive Neural Tensor 
Network (RNTN) model developed by Socher et al. (2013). While traditional models focus 
primarily on binary sentiment classification, the SAA metric defined here accounts for more 
nuanced and layered sentiments, applying category-theoretic principles to distinguish between 
complex emotional undertones. The model’s categorical structure allows it to map sentiment shifts 
with greater granularity, offering a sophisticated approach to detecting and interpreting diverse 
sentiment forms. 

Evaluation Procedure 
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To evaluate SAA, GPT-4 exposed the model to a curated set of texts containing simple, 
intermediate, and complex sentiment expressions. These ranged from straightforward positive/
negative statements to intricate passages with sarcasm or mixed emotional tones. Each sentiment 
interpretation was scored on precision, recall, and F1-score for every sentiment category. 
Additionally, the model was assessed for its handling of ambiguous or subtly nuanced language, 
with these responses receiving special attention in scoring. 

5. Named Entity Recognition F1-score (NERF) 

Definition and Objective 
Named Entity Recognition F1-score (NERF) combines precision and recall into an F1-score to 
evaluate the model’s accuracy in identifying and categorizing entities such as names, locations, 
dates, and domain-specific terms. NERF is essential for applications involving information 
extraction, knowledge graph construction, and domain-specific information retrieval. 

Foundational Principles and Metric Development 
NERF draws on established entity recognition benchmarks, such as those employed in BERT’s 
NER tasks (Devlin et al., 2019). The New York General Group defined NERF with additional layers 
to evaluate the model’s adaptability to nested, overlapping, or rare entities. By leveraging 
categorical mappings, the model is tested on its ability to handle entity hierarchies and detect 
entities in domain-specific contexts, allowing for a comprehensive assessment of its entity 
recognition capabilities. 

Evaluation Procedure 
GPT-4 administered the NERF evaluation by providing texts with nested and domain-specific 
entities from various fields (e.g., legal documents, scientific literature, and colloquial 
conversations). Each entity identified by the model was scored on classification accuracy, 
contextual alignment, and F1-score. Nested entities and rare terms were weighted more heavily in 
scoring to emphasize the model’s adaptability and precision in complex scenarios. 

6. Language Transformer Perplexity (LTP) 

Definition and Objective 
Language Transformer Perplexity (LTP) measures the model’s linguistic coherence by evaluating 
the uncertainty in its language generation. A lower LTP indicates higher confidence and fluency, 
meaning the model produces natural-sounding language with minimal syntactic or semantic errors. 
This metric is vital for models in natural language generation, where fluency and logical 
consistency are essential. 

Conceptual Background and Metric Design 
The LTP metric, inspired by perplexity scores in language modeling (e.g., Radford et al., 2019), was 
refined by the New York General Group to not only assess syntactic coherence but also semantic 
integrity and contextual relevancy. This metric evaluates the model’s confidence and smoothness in 
generating language across different domains and contexts, challenging it to produce coherent 
outputs even under complex or ambiguous prompts. 

Evaluation Procedure 
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GPT-4 implemented LTP evaluations by prompting the model to generate extended responses on 
diverse topics, ranging from factual summaries to creative narratives. The outputs were 
quantitatively scored on perplexity, while qualitative analysis was used to verify logical consistency 
and factual relevance. This dual approach allowed for a holistic assessment, capturing both the 
model’s fluency and its ability to maintain coherence over longer passages. 

7. Text Summarization ROUGE (TSR) 

Definition and Objective 
Text Summarization ROUGE (TSR) measures the quality of summaries generated by the model by 
comparing them to human-crafted reference summaries. It captures both the informativeness and 
structural coherence of generated text, essential for applications in document summarization, 
content synthesis, and information retrieval. 

Metric Foundation and Expansion 
TSR was developed based on ROUGE metrics, specifically ROUGE-1, ROUGE-2, and ROUGE-L, 
which evaluate word, phrase, and sequence overlap with reference texts. The New York General 
Group adapted TSR to focus on structural coherence, thematic retention, and conciseness. The 
metric tests the model’s ability to retain essential information while achieving brevity, with an 
emphasis on summarizing complex information accurately. 

Evaluation Procedure 
GPT-4 evaluated TSR by presenting the model with a set of lengthy, complex documents across 
topics (e.g., scientific articles, historical documents, and technical reports) and generating 
summaries. Each summary was scored on ROUGE metrics, with qualitative assessments for 
thematic integrity and logical flow. GPT-4’s analysis included coherence checks to ensure the 
generated summaries faithfully represented the source text’s core ideas.
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