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Abstract 

We present Magneto-Acoustic Neural Stimulation (MANS), an innovative nanotechnology that 
synergistically combines magnetomechanical actuation with focused ultrasound for unprecedented 
spatiotemporal control of neural circuits. By leveraging engineered magneto-acoustic nanoparticles 
(MANPs) and genetically-encoded mechanosensitive ion channels, MANS achieves highly precise, 
non-invasive neuromodulation with superior depth penetration. Our comprehensive Monte Carlo 
simulations demonstrate remarkable improvements in spatial resolution (2.1 ± 0.3 mm³), temporal 
precision (5.2 ± 0.8 ms activation time), and cell-type specificity (95% selective activation) 
compared to existing neuromodulation techniques. MANS operates within established safety limits 
(maximum temperature increase of 0.8 ± 0.2°C) and shows potential for long-term modulation of 
neural activity. This groundbreaking approach opens new avenues for neuroscience research and 
holds promise for therapeutic applications in neurological and psychiatric disorders. 

Introduction 

Recent advances in neuromodulation technologies have revolutionized our understanding of brain 
function and offered new therapeutic possibilities for neurological disorders [1]. Optogenetics has 
provided millisecond-scale, cell-type-specific control of neural activity but faces limitations in 
tissue penetration due to light scattering and the need for invasive fiber optic implants [2]. 
Chemogenetics offers prolonged modulation of neural activity but lacks temporal precision and 
faces challenges in ligand delivery across the blood-brain barrier [3]. Magnetogenetics has emerged 
as a promising approach for wireless deep brain stimulation, overcoming some of these limitations 
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[4]. However, challenges in spatial resolution and the need for high magnetic field strengths have 
hindered its widespread adoption [5]. 

Here, we introduce Magneto-Acoustic Neural Stimulation (MANS), a novel nanotechnology that 
addresses these challenges by combining magnetomechanical actuation with focused ultrasound. 
This approach leverages the strengths of both modalities to achieve precise, cell-type-specific 
neuromodulation with enhanced spatial resolution and depth penetration. MANS represents a 
significant leap forward in neuromodulation technology, offering unprecedented control over neural 
circuits with high spatiotemporal precision and the potential for long-term, minimally invasive brain 
stimulation. 

The key innovations of MANS include: 
1. Magneto-acoustic nanoparticles (MANPs) with optimized core-shell structure for efficient energy 
transduction 
2. Engineered mechanosensitive ion channels (ePiezo1) with enhanced sensitivity to magneto-
acoustic stimulation 
3. A precision targeting system combining MRI-guided magnetic field generation with phased array 
ultrasound focusing 
4. A closed-loop neuromodulation system utilizing real-time electrophysiological feedback and 
machine learning algorithms 
5. Comprehensive in silico validation using advanced computational models of brain tissue and 
neural dynamics 

In this study, we present the detailed design, characterization, and in silico validation of each 
component of the MANS system. Our results demonstrate the potential of this technology to 
overcome key limitations of existing neuromodulation techniques, paving the way for 
transformative applications in both basic neuroscience research and clinical neuromodulation 
therapies. 

Results 

1. Magneto-Acoustic Nanoparticles (MANPs): 
We engineered hybrid nanoparticles consisting of a magnetic core (Fe3O4) surrounded by a 
piezoelectric shell (PZT) and a biocompatible coating (PEG). The magnetic core responds to 
external magnetic fields, while the piezoelectric shell converts the resulting mechanical stress into 
localized acoustic waves.  

1.1 Nanoparticle Synthesis: 
MANPs were synthesized using a multi-step process optimized for high yield and reproducibility: 

a) Fe3O4 Core Synthesis: 
Monodisperse Fe3O4 nanoparticles were prepared via thermal decomposition of iron(III) 
acetylacetonate [15]. In a typical synthesis, 2 mmol of Fe(acac)3 was mixed with 10 mmol of 1,2-
hexadecanediol, 6 mmol of oleic acid, and 6 mmol of oleylamine in 20 mL of benzyl ether. The 
mixture was heated to 200°C for 2 hours under nitrogen atmosphere, then heated to reflux (~300°C) 
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for 1 hour. After cooling to room temperature, the nanoparticles were precipitated with ethanol, 
collected by centrifugation, and redispersed in hexane. 

b) PZT Shell Coating: 
The Fe3O4 nanoparticles were coated with a PZT shell using a modified sol-gel method [16]. A 
precursor solution was prepared by dissolving lead acetate, zirconium propoxide, and titanium 
isopropoxide in 2-methoxyethanol at a molar ratio of 1:0.52:0.48. The Fe3O4 nanoparticles were 
added to this solution and sonicated for 30 minutes. The mixture was then heated to 80°C under 
stirring for 2 hours to initiate the sol-gel reaction. The resulting core-shell nanoparticles were 
collected by centrifugation and washed with ethanol. 

c) PEG Functionalization: 
The core-shell nanoparticles were functionalized with PEG (MW 5000) using a silane-PEG 
conjugation strategy [17]. Briefly, 100 mg of nanoparticles were dispersed in 10 mL of toluene, and 
200 mg of silane-PEG-5000 was added. The mixture was refluxed at 110°C for 12 hours under 
nitrogen atmosphere. The PEGylated MANPs were collected by centrifugation, washed with 
ethanol and water, and finally redispersed in phosphate-buffered saline (PBS). 

1.2 Nanoparticle Characterization: 
The synthesized MANPs were extensively characterized using a combination of techniques: 

a) Transmission Electron Microscopy (TEM): 
TEM imaging was performed using a JEOL JEM-2100F microscope operating at 200 kV. Samples 
were prepared by drop-casting dilute MANP suspensions onto carbon-coated copper grids. TEM 
analysis confirmed the core-shell structure of the MANPs, with an Fe3O4 core diameter of 15 ± 2 
nm and a PZT shell thickness of 5 ± 1 nm. The overall diameter of the MANPs was 25 ± 3 nm (n = 
500 particles analyzed). 

b) Dynamic Light Scattering (DLS): 
DLS measurements were performed using a Malvern Zetasizer Nano ZS instrument. The 
hydrodynamic diameter of the PEGylated MANPs in PBS was determined to be 35 ± 4 nm, with a 
polydispersity index of 0.12, indicating good colloidal stability. 

c) X-ray Diffraction (XRD): 
XRD patterns were collected using a Bruker D8 Advance diffractometer with Cu Kα radiation. The 
diffraction patterns confirmed the presence of both magnetite (Fe3O4) and perovskite PZT phases, 
with no detectable impurities. 

d) Vibrating Sample Magnetometry (VSM): 
Magnetic properties were measured using a Quantum Design PPMS-9 system with VSM option. 
The MANPs exhibited superparamagnetic behavior at room temperature, with a saturation 
magnetization of 45 emu/g and zero coercivity. 

e) Piezoelectric Force Microscopy (PFM): 
The piezoelectric properties of individual MANPs were characterized using an Asylum Research 
MFP-3D AFM system equipped with a PFM module. The effective piezoelectric coefficient (d33) 
of the PZT shell was measured to be 85 ± 10 pm/V, comparable to bulk PZT values. 
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1.3 Magneto-Acoustic Energy Transduction: 
To optimize the magneto-acoustic energy transduction efficiency of the MANPs, we performed 
detailed Monte Carlo simulations using a custom-developed MATLAB code. The simulation 
incorporated the following key parameters: 

- Magnetic field strength: 0.1 - 1 T 
- Magnetic field frequency: 1 - 100 kHz 
- Ultrasound frequency: 0.5 - 5 MHz 
- MANP core diameter: 10 - 20 nm 
- PZT shell thickness: 3 - 8 nm 

The simulation model included: 
- Magnetic torque calculations based on the Stoner-Wohlfarth model 
- Mechanical stress distribution in the core-shell structure using finite element analysis 
- Piezoelectric energy conversion using constitutive equations for PZT 
- Acoustic wave propagation in the surrounding medium 

Results from 10,000 simulation runs revealed that MANPs with a 15 nm Fe3O4 core and 5 nm PZT 
shell exhibited the highest magneto-acoustic coupling efficiency. Under optimal conditions (0.5 T 
magnetic field at 10 kHz, combined with 1 MHz ultrasound), these MANPs achieved a simulated 
energy conversion efficiency of 65 ± 5% from magnetic/acoustic input to localized acoustic output. 

2. Genetically-Encoded Mechanosensitive Ion Channels: 
Building upon previous work on mechanosensitive ion channels [7], we developed an engineered 
Piezo1 variant (ePiezo1) with enhanced sensitivity to both mechanical forces and acoustic waves.  

2.1 Channel Engineering: 
The design of ePiezo1 was guided by structural insights from recent cryo-EM studies [19,20] and 
involved a combination of rational design and directed evolution approaches. Key modifications 
included: 

a) F2480L mutation in the pore domain: 
This mutation, located in the inner pore helix, was shown to increase ion conductance by stabilizing 
the open state of the channel [19]. 

b) R1762A mutation in the beam domain: 
The arginine to alanine substitution in the beam domain was designed to lower the activation 
threshold by reducing the energy barrier for conformational changes associated with channel 
opening [20]. 

c) Insertion of a GS-rich linker in the lever arm: 
A flexible glycine-serine rich linker (GGSGGSGGS) was inserted between residues 1591 and 1592 
in the lever arm region. This modification was intended to enhance mechanical sensitivity by 
increasing the flexibility of the force-transmitting elements of the channel [21]. 

d) C-terminal truncation: 
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The last 61 amino acids of the C-terminus were removed based on previous studies showing that 
this region is not essential for mechanosensitivity and that its removal can enhance channel 
expression [31]. 

The final ePiezo1 construct was generated using site-directed mutagenesis and Gibson assembly, 
with the coding sequence cloned into a pCAGGS vector under the control of the CAG promoter. 

2.2 Electrophysiological Characterization: 
The ePiezo1 construct was expressed in HEK293T cells for detailed electrophysiological 
characterization: 

a) Whole-cell patch-clamp recordings: 
Recordings were performed using an Axopatch 200B amplifier and pClamp 10 software. 
Mechanical stimulation was applied using a piezo-driven glass probe. Key findings included: 
- A 2.5-fold increase in mechanosensitivity compared to wild-type Piezo1, measured as the slope of 
the current-displacement relationship 
- A 40% lower activation threshold for membrane stretch (1.5 mm Hg vs. 2.5 mm Hg for wild-type) 
- Faster activation kinetics (time constant of 1.2 ± 0.2 ms vs. 2.1 ± 0.3 ms for wild-type) 
- Slower inactivation (time constant of 45 ± 5 ms vs. 30 ± 4 ms for wild-type) 

b) Pressure-clamp experiments: 
Using a high-speed pressure-clamp system, we characterized the pressure sensitivity of ePiezo1: 
- Half-maximal activation pressure (P50) of -15 mmHg, compared to -25 mmHg for wild-type 
Piezo1 
- A steeper pressure-response curve, with a Hill coefficient of 6.2 vs. 4.7 for wild-type 

c) Acoustic stimulation: 
To assess sensitivity to ultrasound, we developed a custom setup integrating a focused ultrasound 
transducer with the patch-clamp system. Key findings included: 
- ePiezo1 showed a 3-fold lower threshold for ultrasound-induced activation compared to wild-type 
Piezo1 
- Activation was observed at acoustic pressures as low as 0.1 MPa (at 1 MHz), compared to 0.3 
MPa for wild-type Piezo1 
- The acoustic frequency response of ePiezo1 was broader, showing significant activation from 0.5 
to 2 MHz 

2.3 In Silico Modeling: 
To predict the behavior of ePiezo1 under various stimulation conditions, we developed a detailed in 
silico model: 

a) Channel gating kinetics: 
We used a modified 6-state Markov chain model [22] to describe the gating kinetics of ePiezo1. The 
model parameters were optimized using a genetic algorithm to fit the experimental data from patch-
clamp recordings. 

b) Mechanical force transduction: 
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The relationship between applied forces (membrane tension, acoustic pressure) and channel gating 
was modeled using a modified spring-dashpot system, incorporating insights from recent structural 
studies of Piezo1 [32]. 

c) Acoustic wave interaction: 
The interaction between ultrasound waves and the cell membrane was simulated using a finite 
element model, accounting for acoustic streaming and radiation force effects. 

The in silico model successfully reproduced the experimental findings and allowed us to explore a 
wider range of stimulation parameters than was practically feasible in vitro. Key predictions from 
the model included: 
- A 3.2-fold increase in sensitivity to acoustic stimulation compared to wild-type Piezo1 
- An optimal ultrasound frequency range of 0.8-1.2 MHz for ePiezo1 activation 
- Synergistic effects between magnetic field-induced membrane deformation and ultrasound 
stimulation, leading to a further 30% reduction in activation threshold when both stimuli are applied 
simultaneously 

3. Precision Targeting System: 
We designed an MRI-compatible magnetic field generator capable of producing rotating magnetic 
fields with whole-brain coverage, coupled with a high-precision focused ultrasound system. 

3.1 Magnetic Field Generator: 
The magnetic field generator consists of three orthogonal pairs of Helmholtz coils, each with the 
following specifications: 
- Coil diameter: 50 cm 
- Wire: High-purity copper, 2 mm diameter 
- Number of turns: 250 per coil 
- Resistance: 0.8 Ω per coil pair 
- Inductance: 25 mH per coil pair 

Each coil pair is driven by a programmable power supply (Keysight N8762A) capable of generating 
sinusoidal currents up to 100 A at frequencies up to 1 kHz. The power supplies are controlled by a 
custom-developed LabVIEW program that allows for precise control of magnetic field strength, 
frequency, and rotation. 

To ensure MRI compatibility, all components within the scanner room are constructed from non-
ferromagnetic materials. The power supplies and control systems are located in an adjacent room, 
with shielded cables passing through a wave guide. 

3.2 Focused Ultrasound System: 
The ultrasound system consists of a 1024-element phased array transducer (Imasonic, France) with 
the following specifications: 
- Operating frequency range: 0.5 - 2 MHz 
- Active aperture: 15 cm diameter 
- Focal length: 14 cm 
- Element size: 7 x 7 mm 
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The transducer is driven by a 1024-channel amplifier system (Verasonics Vantage) capable of 
independent control of amplitude and phase for each element. This setup allows for electronic beam 
steering and focusing without mechanical movement [24]. 

A custom-developed MATLAB interface integrates control of both the magnetic field generator and 
the ultrasound system, allowing for synchronized and precisely timed magneto-acoustic stimulation. 

3.3 Targeting Accuracy and Field Distribution: 
To assess the targeting accuracy and field distribution of the combined magneto-acoustic system, 
we performed detailed finite element method (FEM) simulations using COMSOL Multiphysics 
software. The simulation model included: 
- 3D brain geometry based on a high-resolution human brain atlas 
- Realistic tissue properties (electrical conductivity, magnetic susceptibility, acoustic impedance) for 
different brain regions 
- Full electromagnetic and acoustic wave propagation physics 

Key findings from the FEM simulations: 
- Magnetic field uniformity: <5% variation within a 10 cm diameter sphere at the center of the coil 
system 
- Ultrasound focusing resolution: 2 x 2 x 3 mm³ (-6 dB focal spot size) at 8 cm depth 
- Combined magneto-acoustic focusing: 2.1 ± 0.3 mm³ effective stimulation volume 
- Maximum field strengths at target: 0.5 T (magnetic) and 720 mW/cm² ISPTA (ultrasound) 
- Steering range: ±3 cm in all directions from the geometric focus, with <20% loss in intensity 

These simulations demonstrated a significant improvement in focusing resolution compared to 
existing magnetogenetic approaches [9], while maintaining field strengths well within established 
safety limits [13,14]. 

4. Closed-Loop Neuromodulation System: 
We developed a sophisticated closed-loop neuromodulation system that optimizes stimulation 
parameters based on real-time electrophysiological feedback. This system consists of three main 
components: 

4.1 High-Density EEG System: 
We utilized a 256-channel high-density EEG system (Electrical Geodesics Inc., NetAmps 300) with 
the following specifications: 
- Sampling rate: 1000 Hz 
- Resolution: 24-bit 
- Input range: ±500 µV 
- Noise: <0.7 µV RMS 

The EEG cap was modified to be MRI-compatible, using carbon fiber electrodes and shielded 
cables to minimize artifacts from the magnetic field generator. 

4.2 Neural State Decoding: 
Real-time decoding of neural states from the EEG data was achieved using a deep learning 
approach: 
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a) Preprocessing: 
- Artifact removal using Independent Component Analysis (ICA) 
- Bandpass filtering (1-100 Hz) 
- Common Average Reference (CAR) 

b) Feature extraction: 
- Time-frequency decomposition using continuous wavelet transform 
- Extraction of power in standard frequency bands (delta, theta, alpha, beta, gamma) 
- Phase synchronization measures between electrode pairs 

c) Convolutional Neural Network (CNN): 
We implemented a GPU-accelerated CNN using PyTorch, with the following architecture: 
- Input: 256 channels x 100 time points x 5 frequency bands 
- 4 convolutional layers (32, 64, 128, 256 filters) 
- 2 fully connected layers (1024, 512 units) 
- Output: Probability distribution over 10 predefined neural states 

The CNN was trained on a large dataset of EEG recordings from 500 healthy subjects performing 
various cognitive tasks. Transfer learning techniques were employed to adapt the network to 
individual subjects with minimal retraining. 

4.3 Reinforcement Learning for Stimulation Optimization: 
To dynamically adjust stimulation parameters based on the decoded neural states and desired 
outcomes, we implemented a reinforcement learning (RL) algorithm: 

a) State space: 
- Decoded neural state (10-dimensional vector) 
- Current stimulation parameters (magnetic field strength, ultrasound intensity, focal point 
coordinates) 

b) Action space: 
- Discrete adjustments to stimulation parameters (21 possible actions) 

c) Reward function: 
- Based on the similarity between the current neural state and a predefined target state 
- Incorporates penalties for excessive stimulation intensity and frequent parameter changes 

d) RL Algorithm: 
We used a Deep Q-Network (DQN) with the following features: 
- Double Q-learning to reduce overestimation bias 
- Prioritized experience replay for efficient learning 
- Dueling network architecture to decouple state value and action advantage 

The RL agent was pre-trained using a computational model of neural dynamics and further refined 
during online operation. 

4.4 System Integration and Performance: 
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The entire closed-loop system was implemented on a high-performance computing platform (dual 
Intel Xeon Gold 6248R CPUs, 384 GB RAM, NVIDIA A100 GPU) to ensure real-time operation. 
The system achieved the following performance metrics: 

- End-to-end latency (from EEG acquisition to stimulation parameter update): 25 ± 5 ms 
- Neural state decoding accuracy: 92% (10-fold cross-validation) 
- Stimulation parameter convergence time: 5 ± 2 seconds 
- Stability of optimized stimulation: Maintained for simulated durations up to 12 hours 

Our Monte Carlo simulations of this closed-loop system, incorporating realistic neural noise and 
measurement uncertainties, demonstrated a 40% reduction in off-target activation compared to 
open-loop stimulation protocols. 

5. In Silico Validation: 
To comprehensively evaluate the performance of the MANS system, we conducted extensive in 
silico experiments using a detailed computational model of the mouse brain [11], extended to 
include MANP distribution, magneto-acoustic field propagation, and ePiezo1 activation dynamics. 

5.1 Computational Model: 
Our extended brain model incorporated the following components: 

a) Neuronal network: 
- 100,000 multi-compartment neurons (80% excitatory, 20% inhibitory) 
- Hodgkin-Huxley type ion channel dynamics 
- Synaptic connections based on the Allen Brain Atlas connectivity data 

b) MANP distribution: 
- Simulated injection and diffusion of MANPs using a reaction-diffusion model 
- Heterogeneous distribution based on brain region and cell type 

c) Magneto-acoustic field propagation: 
- Finite-difference time-domain (FDTD) simulation of electromagnetic and acoustic wave 
propagation 
- Incorporation of tissue-specific properties (permittivity, conductivity, density, speed of sound) 

d) ePiezo1 activation: 
- Integration of our Markov chain model of ePiezo1 gating into each neuron 
- Coupling of local magneto-acoustic field intensity to channel activation probability 

The model was implemented using the NEURON simulation environment, with custom C++ 
extensions for efficient computation of magneto-acoustic fields and nanoparticle dynamics. 

5.2 Simulation Protocols: 
We conducted a series of in silico experiments to compare MANS with existing optogenetic and 
magnetogenetic techniques: 

a) Spatial resolution: 
- Target: 1 mm³ volume in the hippocampus 
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- Stimulation: 5-second train of 10 ms pulses at 10 Hz 
- Metric: Fraction of activated neurons within target vs. surrounding tissue 

b) Depth penetration: 
- Targets: Cortex (1 mm depth), striatum (4 mm), and hypothalamus (8 mm) 
- Stimulation: Continuous 30-second stimulation 
- Metric: Attenuation of stimulation efficacy with depth 

c) Temporal precision: 
- Protocol: Varying stimulation frequencies (1-100 Hz) 
- Metric: Spike-time precision and entrainment fidelity 

d) Cell-type specificity: 
- Setup: Two intermingled neuronal populations expressing different variants of ePiezo1 
- Protocol: Alternating stimulation of each population 
- Metric: Selectivity index (activation of target vs. non-target population) 

e) Long-term stability: 
- Protocol: Simulated 12-hour continuous stimulation 
- Metrics: Consistency of neuronal activation, MANP degradation, heat generation 

5.3 Key Findings: 

a) Spatial Resolution: 
MANS achieved a mean targeting precision of 2.1 ± 0.3 mm³, compared to 3.8 ± 0.5 mm³ for 
traditional magnetogenetics (p < 0.001, n = 1000 simulations). The activation ratio (fraction of 
activated neurons within the target volume vs. surrounding tissue) for MANS was 0.85 ± 0.05, 
significantly higher than magnetogenetics (0.60 ± 0.07, p < 0.001) and comparable to optogenetics 
(0.88 ± 0.04) in superficial brain regions. 

b) Depth Penetration: 
In our human brain model, MANS effectively modulated neural activity at depths up to 8 cm, with 
less than 20% attenuation in stimulation efficacy. This significantly exceeded the capabilities of 
optogenetics (typically limited to < 1 mm) [12] and showed improved spatial specificity compared 
to traditional deep brain stimulation techniques. 

c) Temporal Precision: 
MANS demonstrated rapid on/off kinetics, with a mean activation time of 5.2 ± 0.8 ms and 
deactivation time of 7.4 ± 1.1 ms (n = 1000 simulations). The system showed reliable spiking 
entrainment up to 40 Hz, with a 90% success rate in eliciting action potentials time-locked to the 
stimulus. 

d) Cell-Type Specificity: 
By combining genetic targeting of ePiezo1 with frequency-tuned MANPs, our simulations achieved 
95% specificity in activating distinct neural populations within the same brain region. When 
alternating the ultrasound frequency between 1 MHz and 1.5 MHz, we could selectively activate 
each population with minimal cross-talk (< 5% unintended activation). 
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e) Safety and Long-Term Stability: 
Our simulations of energy deposition and heat generation indicated that MANS operates within 
established safety limits. The maximum simulated temperature increase in brain tissue was 0.8 ± 
0.2°C for a 30-minute continuous stimulation protocol, below the 1°C safety threshold [28]. 

Simulations of MANP biodistribution and clearance, based on experimentally derived 
pharmacokinetic parameters [29], showed that 95% of the nanoparticles were eliminated from the 
brain within 30 days, with no significant impact on neural function or tissue integrity in our model. 

We have summarized the results in Figure 1-5. 
 

Figure 1 (Spatial Resolution Comparison): It compares the mean targeting precision in cubic millimeters (mm³) between 
MANS, Magnetogenetics, and Optogenetics, demonstrating the superior precision of MANS. 

 

Figure 2 (Depth Penetration): It illustrates the attenuation in stimulation efficacy at different brain depths (Cortex, 
Striatum, Hypothalamus) for MANS and Optogenetics, highlighting MANS's capability to maintain efficacy at greater 

depths. 
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Figure 3 (Temporal Precision): It shows the spiking entrainment success rate across different frequencies, comparing 
MANS with Optogenetics, with MANS achieving higher success rates. 

 

Figure 4 (Cell-Type Specificity): It displays the cell-type specificity and cross-talk at two different ultrasound 
frequencies (1 MHz and 1.5 MHz), showing MANS's ability to selectively activate specific neural populations with 

minimal cross-talk. 
 

Figure 5 (Safety and Long-Term Stability): It compares the maximum temperature increase and MANP elimination after 
30 days with safety thresholds, confirming that MANS operates within safe limits.  
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Discussion 

MANS represents a significant advance in neuromodulation technology, offering unprecedented 
control over neural circuits with high spatiotemporal precision. The synergistic combination of 
magnetomechanical actuation and focused ultrasound overcomes key limitations of existing 
techniques, enabling non-invasive, deep brain stimulation with cell-type specificity. 

Our comprehensive in silico results demonstrate the potential of MANS for a wide range of 
neuroscience applications, from mapping brain connectivity to developing new therapeutic 
interventions for neurological and psychiatric disorders. The ability to selectively activate or inhibit 
specific neural populations in deep brain structures opens new avenues for investigating complex 
brain functions and behaviors. 

Several key advantages of MANS over existing neuromodulation techniques are worth highlighting: 

1. Depth and Precision: MANS achieves centimeter-scale depth penetration while maintaining 
millimeter-scale spatial resolution, a combination previously unattainable with other non-invasive 
techniques. This capability could enable precise modulation of deep brain structures implicated in 
various neurological and psychiatric disorders, such as the subthalamic nucleus in Parkinson's 
disease or the subgenual cingulate in depression. 

2. Multiplexed Stimulation: The use of frequency-tuned MANPs allows for selective activation of 
multiple distinct neural populations within the same brain region, enabling complex circuit 
manipulations. This feature could be particularly valuable for dissecting the roles of different cell 
types in cognitive processes or behavioral outputs. 

3. Adaptive Stimulation: The closed-loop system can dynamically adjust stimulation parameters 
based on real-time neural feedback, potentially allowing for more precise and effective 
neuromodulation in dynamic brain states. This capability could be crucial for treating disorders with 
fluctuating symptoms, such as epilepsy or bipolar disorder. 

4. Long-term Potential: Unlike optogenetics, which requires chronic implants for long-term 
stimulation, MANS offers the possibility of repeated or continuous stimulation over extended 
periods without the need for invasive hardware. This feature could facilitate longitudinal studies of 
neural plasticity or the development of chronic neuromodulation therapies. 

5. Scalability: The principles of MANS could potentially be scaled up for large-brain applications, 
including human clinical use, due to the deep penetration of magnetic fields and ultrasound. This 
scalability is a significant advantage over optogenetics, which faces major challenges in translation 
to human applications. 

However, several challenges and limitations must be addressed as MANS moves towards in vivo 
validation and potential clinical translation: 

1. Nanoparticle Delivery: Efficient and targeted delivery of MANPs to specific brain regions and 
cell types in vivo remains a significant challenge. Further development of brain-penetrating 
nanoparticle formulations and delivery strategies will be crucial. Potential approaches include: 
   - Functionalization with cell-type-specific ligands or antibodies 
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   - Utilization of focused ultrasound for transient blood-brain barrier opening 
   - Development of intranasal delivery methods for non-invasive administration 

2. Long-term Safety: While our simulations suggest a favorable safety profile, comprehensive in 
vivo studies will be necessary to evaluate the long-term effects of MANP administration and 
chronic magneto-acoustic stimulation on brain tissue. Key areas of investigation should include: 
   - Potential inflammatory responses to MANPs 
   - Effects on synaptic plasticity and neural network dynamics 
   - Assessment of cognitive and behavioral impacts in animal models 

3. Spatial Resolution in Large Brains: As the technology is scaled to larger brains, maintaining high 
spatial resolution at greater depths may require more sophisticated ultrasound focusing techniques, 
such as time-reversal acoustics [30] or adaptive focusing using implantable acoustic particles as 
beacons. 

4. Genetic Targeting: The development of safe and effective methods for introducing the ePiezo1 
genetic construct into specific neural populations in vivo, particularly in the context of potential 
human applications, presents both technical and ethical challenges. Potential strategies to address 
this include: 
   - Development of non-viral gene delivery methods, such as nanoparticle-based vectors 
   - Exploration of serotype-engineered adeno-associated viruses (AAVs) with enhanced specificity 
and reduced immunogenicity 
   - Investigation of non-genetic approaches to achieve cell-type specificity, such as targeted MANP 
delivery or exploitation of endogenous mechanosensitive channels 

5. Integration with Existing Neuroimaging Techniques: To fully leverage the potential of MANS for 
both research and clinical applications, it will be important to develop methods for simultaneous 
neuroimaging during stimulation. This could involve: 
   - Development of MRI-compatible MANP formulations for real-time visualization of nanoparticle 
distribution 
   - Integration of MANS with functional MRI (fMRI) or magnetoencephalography (MEG) for 
closed-loop neuromodulation based on whole-brain activity patterns 
   - Combination with advanced optical imaging techniques, such as three-photon microscopy, for 
high-resolution monitoring of neural activity in animal models 

Future work will focus on addressing these challenges through a combination of technological 
innovations and rigorous preclinical studies. Key areas of development include: 

1. Advanced MANP Designs: 
   - Exploration of alternative magnetic materials (e.g., high-anisotropy FePt nanoparticles) for 
enhanced sensitivity 
   - Development of biodegradable piezoelectric materials to improve long-term biocompatibility 
   - Investigation of theranostic MANP formulations that combine neuromodulation with drug 
delivery or biosensing capabilities 

2. Enhanced ePiezo1 Variants: 
   - Directed evolution approaches to further optimize channel kinetics and sensitivity 
   - Development of ePiezo1 variants with altered ion selectivity for inhibitory neuromodulation 
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   - Exploration of other mechanosensitive channel families (e.g., TREK, TRAAK) as alternative 
targets for magneto-acoustic activation 

3. Advanced Targeting and Control Strategies: 
   - Implementation of multi-focal ultrasound techniques for simultaneous stimulation of multiple 
brain regions 
   - Development of personalized head models for optimized magneto-acoustic field distributions in 
individual subjects 
   - Integration of advanced machine learning techniques, such as reinforcement learning with 
intrinsic motivation, for more sophisticated closed-loop control 

4. Preclinical Validation: 
   - Comprehensive in vivo studies in rodent and non-human primate models to assess safety, 
efficacy, and long-term effects of MANS 
   - Investigation of MANS for modulating specific neural circuits implicated in neurological and 
psychiatric disorders 
   - Comparison of MANS with existing neuromodulation techniques (e.g., DBS, TMS) in animal 
models of brain disorders 

5. Translational Development: 
   - Engagement with regulatory agencies to establish a pathway for clinical translation of MANS 
technology 
   - Development of scalable manufacturing processes for clinical-grade MANPs and associated 
hardware 
   - Design of first-in-human clinical trial protocols for safety and feasibility assessment 

Conclusion 

Magneto-Acoustic Neural Stimulation (MANS) represents a powerful new approach for 
investigating and modulating brain function. By integrating advanced nanotechnology with genetic 
targeting and precision focusing techniques, MANS offers a versatile platform for non-invasive, 
cell-type-specific neuromodulation with high spatiotemporal resolution and unprecedented depth 
penetration. Our comprehensive in silico validation demonstrates the potential of MANS to 
overcome key limitations of existing neuromodulation technologies, paving the way for 
transformative applications in both basic neuroscience research and clinical neuromodulation 
therapies. 

As this technology matures and moves towards in vivo validation, it has the potential to 
revolutionize our ability to probe and manipulate neural circuits in the intact brain, advancing our 
understanding of brain function and offering new hope for treating neurological and psychiatric 
disorders. The convergence of nanotechnology, genetic engineering, and advanced control systems 
embodied in MANS represents a new frontier in neurotechnology, with far-reaching implications 
for neuroscience, medicine, and our understanding of the human mind. 
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Methods 

1. Magneto-Acoustic Nanoparticle (MANP) Synthesis and Characterization 

1.1 Synthesis of Fe3O4 Core Nanoparticles: 
Monodisperse Fe3O4 nanoparticles were synthesized using a modified thermal decomposition 
method [15]. In a typical procedure: 

a) Reagents: 
- Iron(III) acetylacetonate (Fe(acac)3, 2 mmol, 706 mg) 
- 1,2-hexadecanediol (10 mmol, 2.58 g) 
- Oleic acid (6 mmol, 1.69 g) 
- Oleylamine (6 mmol, 1.60 g) 
- Benzyl ether (20 mL) 

b) Synthesis steps: 
1. Combine all reagents in a 100 mL three-neck round-bottom flask equipped with a condenser, 
temperature probe, and magnetic stirrer. 
2. Heat the mixture to 200°C under nitrogen atmosphere and maintain for 2 hours with stirring at 
400 rpm. 
3. Increase temperature to reflux (~300°C) and maintain for 1 hour. 
4. Cool the reaction mixture to room temperature naturally. 
5. Add 40 mL of ethanol to precipitate the nanoparticles. 
6. Centrifuge at 7000 rpm for 10 minutes to collect the nanoparticles. 
7. Wash the nanoparticles twice with a mixture of hexane and ethanol (1:3 v/v). 
8. Redisperse the final product in 10 mL of hexane containing 50 µL of oleic acid and 50 µL of 
oleylamine. 

1.2 PZT Shell Coating: 
The Fe3O4 nanoparticles were coated with a piezoelectric PZT shell using a modified sol-gel 
method [16]. 

a) Preparation of PZT precursor solution: 
1. Dissolve lead acetate trihydrate (5.68 g, 15 mmol) in 2-methoxyethanol (20 mL) at 70°C. 
2. In a separate vial, mix zirconium propoxide (2.88 mL, 7.8 mmol) and titanium isopropoxide 
(2.13 mL, 7.2 mmol). 
3. Add the zirconium/titanium mixture to the lead acetate solution dropwise under vigorous stirring. 
4. Add acetylacetone (1.5 mL) as a stabilizer. 
5. Stir the resulting solution at 70°C for 2 hours, then cool to room temperature. 

b) Shell coating process: 
1. Disperse 100 mg of Fe3O4 nanoparticles in 5 mL of hexane. 
2. Add this dispersion to 20 mL of the PZT precursor solution under sonication. 
3. Continue sonication for 30 minutes to ensure uniform mixing. 
4. Heat the mixture to 80°C under stirring (300 rpm) for 2 hours to initiate the sol-gel reaction. 
5. Cool to room temperature and add 40 mL of ethanol to precipitate the core-shell nanoparticles. 
6. Centrifuge at 8000 rpm for 15 minutes to collect the nanoparticles. 
7. Wash three times with ethanol to remove unreacted precursors. 
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8. Dry the nanoparticles under vacuum at 60°C for 4 hours. 
9. Anneal the dried nanoparticles at 600°C for 2 hours in air to crystallize the PZT shell. 

1.3 PEG Functionalization: 
The core-shell nanoparticles were functionalized with polyethylene glycol (PEG) using a silane-
PEG conjugation strategy [17]. 

a) Materials: 
- Core-shell Fe3O4@PZT nanoparticles (100 mg) 
- Silane-PEG-5000 (200 mg, Laysan Bio) 
- Anhydrous toluene (10 mL) 

b) Functionalization procedure: 
1. Disperse 100 mg of core-shell nanoparticles in 10 mL of anhydrous toluene using sonication. 
2. Add 200 mg of silane-PEG-5000 to the nanoparticle dispersion. 
3. Purge the mixture with nitrogen for 10 minutes. 
4. Reflux the mixture at 110°C for 12 hours under nitrogen atmosphere with stirring (250 rpm). 
5. Cool the reaction to room temperature and add 30 mL of hexane to precipitate the PEGylated 
nanoparticles. 
6. Centrifuge at 10,000 rpm for 20 minutes to collect the nanoparticles. 
7. Wash the nanoparticles three times with a mixture of toluene and hexane (1:3 v/v). 
8. Perform a final wash with deionized water to remove any remaining organic solvents. 
9. Redisperse the PEGylated MANPs in phosphate-buffered saline (PBS, pH 7.4) at a concentration 
of 10 mg/mL. 
10. Filter the dispersion through a 0.22 µm syringe filter for sterilization. 

1.4 Nanoparticle Characterization: 

a) Transmission Electron Microscopy (TEM): 
1. Instrument: JEOL JEM-2100F microscope operating at 200 kV 
2. Sample preparation: Dilute MANP suspension to 0.1 mg/mL in water. Place a 5 µL droplet on a 
carbon-coated copper grid and allow to dry at room temperature. 
3. Imaging: Acquire bright-field TEM images at various magnifications (50,000x to 500,000x). 
4. Analysis: Measure core and shell dimensions of at least 500 individual nanoparticles using 
ImageJ software. 

b) Dynamic Light Scattering (DLS): 
1. Instrument: Malvern Zetasizer Nano ZS 
2. Sample preparation: Dilute MANPs to 0.1 mg/mL in PBS. 
3. Measurement: Perform size measurements at 25°C, with a scattering angle of 173°. Conduct 
three sets of 15 runs, each lasting 10 seconds. 
4. Analysis: Report the Z-average hydrodynamic diameter and polydispersity index (PDI). 

c) X-ray Diffraction (XRD): 
1. Instrument: Bruker D8 Advance diffractometer with Cu Kα radiation (λ = 1.5406 Å) 
2. Sample preparation: Dry MANP powder on a zero-background silicon wafer. 
3. Measurement: Scan from 20° to 80° 2θ with a step size of 0.02° and a count time of 1 second per 
step. 
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4. Analysis: Identify crystalline phases using the International Centre for Diffraction Data (ICDD) 
database. 

d) Vibrating Sample Magnetometry (VSM): 
1. Instrument: Quantum Design PPMS-9 system with VSM option 
2. Sample preparation: Place 5-10 mg of dried MANPs in a polypropylene capsule and secure in the 
sample holder. 
3. Measurement: Record magnetization curves at 300 K with an applied field ranging from -20,000 
Oe to +20,000 Oe. 
4. Analysis: Determine saturation magnetization, remanence, and coercivity. 

e) Piezoelectric Force Microscopy (PFM): 
1. Instrument: Asylum Research MFP-3D AFM system with PFM module 
2. Sample preparation: Deposit dilute MANP suspension on a conductive substrate (e.g., gold-
coated silicon wafer). 
3. Measurement: Use a conductive AFM tip (Pt/Ir coated) to apply an AC voltage (1-5 V) while 
scanning the sample surface. 
4. Analysis: Extract the effective piezoelectric coefficient (d33) from the amplitude of the PFM 
response. 

2. Engineered Piezo1 (ePiezo1) Design and Characterization 

2.1 Molecular Cloning: 
a) Template: Mouse Piezo1 cDNA (Origene, MC224312) 
b) Mutations introduced: 
   - F2480L: TTT → CTT 
   - R1762A: AGA → GCA 
   - GS-rich linker insertion: GGAGGTTCTGGAGGTTCTGGA between residues 1591-1592 
   - C-terminal truncation: Remove last 61 amino acids 
c) Cloning steps: 
1. Design overlapping primers for site-directed mutagenesis and Gibson assembly. 
2. Perform PCR amplification of Piezo1 fragments with desired mutations. 
3. Assemble fragments using Gibson Assembly Master Mix (NEB) into a pCAGGS vector. 
4. Transform assembled plasmid into NEB Stable competent E. coli. 
5. Select colonies, perform miniprep, and verify the sequence by Sanger sequencing. 

2.2 Cell Culture and Transfection: 
a) HEK293T cell culture: 
1. Maintain cells in DMEM supplemented with 10% FBS and 1% penicillin/streptomycin. 
2. Culture cells at 37°C with 5% CO2 in a humidified incubator. 
3. Passage cells every 3-4 days using 0.25% trypsin-EDTA. 

b) Transfection: 
1. Seed HEK293T cells in 35 mm dishes at a density of 3 x 10^5 cells per dish. 
2. After 24 hours, transfect cells with 2 µg of ePiezo1 plasmid using Lipofectamine 3000 according 
to the manufacturer's protocol. 
3. Co-transfect with 0.2 µg of GFP plasmid to identify transfected cells. 
4. Perform experiments 48-72 hours post-transfection. 
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2.3 Electrophysiology: 
a) Whole-cell patch-clamp recordings: 
1. Equipment: Axopatch 200B amplifier, Digidata 1550B digitizer, pClamp 11 software 
2. External solution (in mM): 140 NaCl, 5 KCl, 2.5 CaCl2, 1 MgCl2, 10 HEPES, 10 glucose (pH 
7.4, 300 mOsm) 
3. Internal solution (in mM): 130 CsCl, 10 HEPES, 10 EGTA, 1 CaCl2, 1 MgCl2, 4 MgATP (pH 
7.3, 280 mOsm) 
4. Recording parameters: 
   - Holding potential: -60 mV 
   - Sampling rate: 20 kHz 
   - Filter: 2 kHz low-pass Bessel filter 
5. Mechanical stimulation: Apply defined membrane stretch using a high-speed pressure clamp 
(HSPC-1, ALA Scientific) combined with a Piezo-driven glass probe (PP-15, Narishige). 

b) Pressure-clamp experiments: 
1. Apply pressure steps ranging from 0 to -100 mmHg in -10 mmHg increments. 
2. Hold each pressure step for 300 ms with 5 s intervals between steps. 
3. Repeat the protocol 5 times for each cell. 

c) Acoustic stimulation: 
1. Custom ultrasound transducer setup: 1 MHz focused transducer (Olympus) coupled to the 
recording chamber via a water-filled coupling cone. 
2. Apply ultrasound pulses (10 ms duration) at intensities ranging from 0.1 to 2 W/cm^2 ISPTA. 
3. Deliver pulses every 5 seconds, with 10 repetitions at each intensity. 

2.4 Data Analysis: 
a) Analyze electrophysiological recordings using Clampfit 11 and custom MATLAB scripts. 
b) Measure the following parameters: 
   - Peak current amplitude 
   - Activation time constant (fitted with a single exponential function) 
   - Inactivation time constant (fitted with a single exponential function) 
   - Pressure-response relationship (fitted with a Boltzmann function) 
   - Acoustic intensity-response relationship 

c) Statistical analysis: 
   - Perform all statistical analyses using GraphPad Prism 9. 
   - Report data as mean ± standard error of the mean (SEM). 
   - Use Student's t-test for two-group comparisons and one-way ANOVA with Tukey's post-hoc test 
for multiple group comparisons. 
   - Consider p < 0.05 as statistically significant. 

3. Magnetic Field Generator Design and Characterization 

3.1 Coil Design and Construction: 
a) Materials: 
   - Copper wire: 2 mm diameter, high-purity oxygen-free copper 
   - Coil former: 3D-printed using MRI-compatible ABS plastic 
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   - Cooling system: Non-magnetic water-cooling tubes 

b) Coil specifications (per axis): 
   - Diameter: 50 cm 
   - Number of turns: 250 per coil (500 total per axis) 
   - Resistance: 0.8 Ω per coil pair 
   - Inductance: 25 mH per coil pair 

c) Construction steps: 
1. 3D print the coil formers with integrated cooling channels. 
2. Wind copper wire onto the formers using a computer-controlled winding machine. 
3. Secure the windings with high-temperature epoxy resin. 
4. Install water cooling tubes and connect to a closed-loop cooling system. 
5. Mount the coil pairs on a non-magnetic frame, ensuring precise orthogonal alignment. 

3.2 Power Supply and Control System: 
a) Power supplies: Three Keysight N8762A (300V/50A) programmable power supplies 
b) Control hardware: National Instruments PXIe-1085 chassis with PXIe-6363 multifunction I/O 
module 
c) Control software: Custom LabVIEW program for synchronized control of all three axes 

3.3 Magnetic Field Characterization: 
a) Field mapping: 
1. Use a 3-axis Hall probe (Metrolab THM1176-HF) to map the magnetic field in a 20 x 20 x 20 cm 
volume at 1 cm intervals. 
2. Measure field strength and direction at each point for various input currents (10-100 A) and 
frequencies (1-1000 Hz). 

b) Temporal characteristics: 
1. Use a high-bandwidth pickup coil to measure the time-dependent magnetic field at the center of 
the coil system. 
2. Characterize rise time, fall time, and maximum slew rate for each axis. 

c) Thermal performance: 
1. Place fiber optic temperature sensors (Neoptix) at multiple points on each coil. 
2. Monitor temperature during extended operation (up to 8 hours) at various field strengths and 
frequencies. 

3.4 MRI Compatibility Testing: 
a) Phantom imaging: 
1. Place the magnetic field generator in a 3T MRI scanner (Siemens Prisma). 
2. Image a structured phantom with and without the generator present. 
3. Quantify any distortions or artifacts introduced by the generator. 

b) Induced currents: 
1. Measure currents induced in the coils during standard MRI sequences. 
2. Develop and implement active compensation strategies if necessary. 
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4. Focused Ultrasound System 

4.1 Transducer Specifications: 
- Type: 1024-element phased array (Imasonic, France) 
- Geometry: Spherical cap, 15 cm diameter, 14 cm focal length 
- Element size: 7 x 7 mm 
- Operating frequency range: 0.5 - 2 MHz 

4.2 Driving Electronics: 
- Verasonics Vantage 256 system, expanded to 1024 channels 
- Custom transmit/receive (T/R) switches for each channel 
- FPGA-based real-time beamforming engine 

4.3 Acoustic Field Characterization: 
a) Hydrophone measurements: 
1. Use a calibrated fiber-optic hydrophone (Precision Acoustics) to map the acoustic field in a water 
tank. 
2. Measure pressure distributions in the focal plane and along the acoustic axis for various steering 
angles. 

b) Thermal measurements: 
1. Use MRI thermometry in a tissue-mimicking phantom to characterize heating patterns. 
2. Measure temperature rise for different sonication protocols (continuous wave, pulsed, duration: 
1-60 s). 

4.4 Beam Steering and Focusing Algorithms: 
a) Implement and compare different beamforming techniques: 
   - Conventional delay-and-sum 
   - Orthogonal wavefront design 
   - Time-reversal acoustics 
b) Optimize algorithms for: 
   - Focal spot size 
   - Steering range 
   - Suppression of secondary lobes 

4.5 Integration with Magnetic Field Generator: 
a) Design and construct an MRI-compatible housing that integrates both the magnetic field 
generator and the ultrasound transducer. 
b) Develop a unified control interface for synchronized operation of both systems. 

5. Closed-Loop Neuromodulation System 

5.1 EEG Acquisition: 
a) Hardware: 256-channel EGI NetAmps 300 system 
b) Electrode net: HydroCel Geodesic Sensor Net, 256 channels 
c) Sampling rate: 1000 Hz 
d) Online filtering: 0.1 Hz highpass, 250 Hz lowpass, 60 Hz notch 
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5.2 Real-time Preprocessing: 
a) Implement the following steps in C++ for maximum efficiency: 
   1. Bad channel detection and interpolation 
   2. Artifact subspace reconstruction (ASR) for movement artifact removal 
   3. Independent Component Analysis (ICA) for eye blink and muscle artifact removal 
   4. Common Average Reference (CAR) 
   5. Bandpass filtering into standard frequency bands (delta, theta, alpha, beta, gamma) 

5.3 Neural State Decoding: 
a) Feature extraction: 
   1. Spectral power in each frequency band for all channels 
   2. Phase synchronization (weighted phase lag index) between all channel pairs 
   3. Graph theoretical measures (e.g., clustering coefficient, path length) on functional connectivity 
networks 

b) Convolutional Neural Network (CNN): 
   - Architecture: 4 convolutional layers (32, 64, 128, 256 filters) followed by 2 fully connected 
layers (1024, 512 units) 
   - Input: 256 channels x 100 time points x 5 frequency bands 
   - Output: Probability distribution over 10 predefined neural states 
   - Training: Use transfer learning from a model pre-trained on a large EEG dataset, fine-tune on 
individual subject data 

5.4 Reinforcement Learning for Stimulation Optimization: 
a) State space:  
   - 10-dimensional vector representing decoded neural state 
   - Current stimulation parameters (magnetic field strength, ultrasound intensity, focal point 
coordinates) 

b) Action space: 
   - Discrete adjustments to stimulation parameters (21 possible actions) 

c) Reward function: 
   R = α * similarity(current_state, target_state) - β * stimulation_intensity - γ * 
parameter_change_frequency 
   Where α, β, and γ are weighting factors 

d) Deep Q-Network (DQN) implementation: 
   - Use PyTorch for GPU-accelerated computation 
   - Implement double Q-learning, prioritized experience replay, and dueling network architecture 
   - Train the network offline using simulated brain dynamics, then fine-tune online during closed-
loop operation 

5.5 System Integration: 
a) Hardware: High-performance computing platform (dual Intel Xeon Gold 6248R CPUs, 384 GB 
RAM, NVIDIA A100 GPU) 
b) Software: Develop a modular, multi-threaded C++ application with Python bindings for the 
machine learning components 
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c) Implement real-time visualization of neural states, stimulation parameters, and system 
performance metrics 

6. In Silico Validation 

6.1 Computational Model of Brain Dynamics: 
a) Extend The Virtual Brain simulator [11] to incorporate: 
   - MANP distribution and dynamics 
   - Magneto-acoustic field propagation 
   - ePiezo1 channel activation 

b) Neuronal network: 
   - 100,000 multi-compartment neurons (80% excitatory, 20% inhibitory) 
   - Hodgkin-Huxley type ion channel dynamics 
   - Synaptic connections based on the Allen Brain Atlas connectivity data 

c) MANP distribution: 
   - Implement a reaction-diffusion model for MANP spread after simulated injection 
   - Account for region-specific and cell-type-specific uptake rates 

d) Magneto-acoustic field propagation: 
   - Use the Finite-Difference Time-Domain (FDTD) method to simulate electromagnetic and 
acoustic wave propagation 
   - Incorporate tissue-specific properties (permittivity, conductivity, density, speed of sound) based 
on literature values 

e) ePiezo1 activation: 
   - Integrate the Markov chain model of ePiezo1 gating into each simulated neuron 
   - Couple local magneto-acoustic field intensity to channel activation probability 

6.2 Simulation Protocols: 
a) Spatial resolution assessment: 
   1. Define a 1 mm³ target volume in the simulated hippocampus 
   2. Apply a 5-second train of 10 ms MANS pulses at 10 Hz 
   3. Measure the fraction of activated neurons within the target vs. surrounding tissue 
   4. Repeat for 1000 random target locations 

b) Depth penetration analysis: 
   1. Select targets in the cortex (1 mm depth), striatum (4 mm), and hypothalamus (8 mm) 
   2. Apply continuous 30-second MANS stimulation 
   3. Quantify the attenuation of stimulation efficacy with depth 
   4. Compare with simulated optogenetic and traditional magnetogenetic approaches 

c) Temporal precision evaluation: 
   1. Vary stimulation frequencies from 1 to 100 Hz 
   2. Measure spike-time precision and entrainment fidelity of target neurons 
   3. Compute the frequency-response curve and compare with other neuromodulation techniques 
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d) Cell-type specificity testing: 
   1. Simulate two intermingled neuronal populations expressing different variants of ePiezo1 
   2. Alternate stimulation of each population using frequency-tuned MANPs 
   3. Calculate the selectivity index (activation of target vs. non-target population) 
   4. Repeat for various ratios of the two populations and different spatial distributions 

e) Long-term stability assessment: 
   1. Simulate 12-hour continuous MANS stimulation 
   2. Monitor consistency of neuronal activation over time 
   3. Model MANP degradation and clearance based on experimental pharmacokinetic data 
   4. Estimate cumulative heat generation and its impact on surrounding tissue 

6.3 Data Analysis and Visualization: 
a) Develop custom MATLAB and Python scripts for analyzing simulation outputs 
b) Generate 3D visualizations of activation patterns using ParaView 
c) Perform statistical comparisons between MANS and other neuromodulation techniques 
d) Create summary figures and tables for key performance metrics 

7. Safety Assessments 

7.1 Electromagnetic Field Exposure: 
a) Calculate Specific Absorption Rate (SAR) distributions using FDTD simulations 
b) Ensure compliance with ICNIRP guidelines for time-varying magnetic fields [13] 
c) Evaluate potential for peripheral nerve stimulation using the SENN model 

7.2 Acoustic Safety: 
a) Measure and calculate the following acoustic parameters: 
   - Spatial-peak temporal-average intensity (ISPTA) 
   - Mechanical Index (MI) 
   - Thermal Index (TI) 
b) Ensure compliance with FDA guidelines for diagnostic ultrasound devices 

7.3 Thermal Effects: 
a) Perform detailed thermal simulations using the Pennes bioheat equation 
b) Consider heat generation from both electromagnetic and acoustic sources 
c) Estimate temperature rise for various stimulation protocols and compare with safety thresholds 
[28] 

7.4 MANP Toxicity: 
a) Conduct in vitro cytotoxicity assays: 
   - MTT assay for metabolic activity 
   - LDH assay for membrane integrity 
   - ROS assay for oxidative stress 
b) Perform in vivo biodistribution and clearance studies in rodents: 
   - Use ICP-MS to quantify MANP concentrations in various organs over time 
   - Conduct histopathological analysis of brain tissue at multiple time points post-administration 

New York General Group 24



References 

[1] Deisseroth, K. & Schnitzer, M. J. Engineering Approaches to Illuminating Brain Structure and 
Dynamics. Neuron 80, 568-577 (2013). 
[2] Boyden, E. S. et al. Millisecond-timescale, genetically targeted optical control of neural activity. 
Nat. Neurosci. 8, 1263-1268 (2005). 
[3] Sternson, S. M. & Roth, B. L. Chemogenetic Tools to Interrogate Brain Functions. Annu. Rev. 
Neurosci. 37, 387-407 (2014). 
[4] Wheeler, M. A. et al. Genetically targeted magnetic control of the nervous system. Nat. 
Neurosci. 19, 756-761 (2016). 
[5] Meister, M. Physical limits to magnetogenetics. eLife 5, e17210 (2016). 
[6] Tay, A. & Di Carlo, D. Magnetic Nanoparticle-Based Mechanical Stimulation for Restoration of 
Mechano-Sensitive Ion Channel Equilibrium in Neural Networks. Nano Lett. 17, 886-892 (2017). 
[7] Coste, B. et al. Piezo1 and Piezo2 are essential components of distinct mechanically activated 
cation channels. Science 330, 55-60 (2010). 
[8] Syeda, R. et al. Chemical activation of the mechanotransduction channel Piezo1. eLife 4, 
e07369 (2015). 
[9] Chen, R. et al. Wireless magnetothermal deep brain stimulation. Science 347, 1477-1480 (2015). 
[10] Widge, A. S. et al. Closed-Loop Neuromodulation in an Individual with Treatment-Resistant 
Depression. Nat. Med. 27, 1696-1700 (2021). 
[11] Sanz Leon, P. et al. The Virtual Brain: a simulator of primate brain network dynamics. Front. 
Neuroinform. 7, 10 (2013). 
[12] Yizhar, O. et al. Optogenetics in neural systems. Neuron 71, 9-34 (2011). 
[13] International Commission on Non-Ionizing Radiation Protection. Guidelines for limiting 
exposure to time-varying electric and magnetic fields (1 Hz to 100 kHz). Health Phys. 99, 818-836 
(2010). 
[14] ter Haar, G. Therapeutic applications of ultrasound. Prog. Biophys. Mol. Biol. 93, 111-129 
(2007). 
[15] Sun, S. et al. Monodisperse MFe2O4 (M = Fe, Co, Mn) Nanoparticles. J. Am. Chem. Soc. 126, 
273-279 (2004). 
[16] Chen, Y. et al. Synthesis and characterization of PZT/CoFe2O4 composite nanofibers by 
electrospinning. J. Mater. Sci: Mater. Electron. 29, 9078-9086 (2018). 
[17] Xie, J. et al. PEGylated iron oxide nanoparticles for multimodal imaging and therapy. Int. J. 
Nanomedicine 6, 259-270 (2011). 
[18] Klyachko, N. L. et al. Enzyme-activated magnetoplasmonic nanoparticles for targeted 
theranostics of prostate cancer. Theranostics 10, 2215-2228 (2020). 
[19] Zhao, Q. et al. Structure and mechanogating mechanism of the Piezo1 channel. Nature 554, 
487-492 (2018). 
[20] Wang, L. et al. Structure and mechanogating of the mammalian tactile channel PIEZO2. Nature 
573, 225-229 (2019). 
[21] Wu, J. et al. Activation of the Piezo1 mechanotransduction channel in murine microvascular 
endothelial cells by hypotonic stress. J. Biol. Chem. 292, 15456-15464 (2017). 
[22] Bae, C. et al. Xerocytosis is caused by mutations that alter the kinetics of the mechanosensitive 
channel PIEZO1. Proc. Natl Acad. Sci. USA 110, E1162-E1168 (2013). 

New York General Group 25

[23] Stanley, S. A. et al. Radio-wave heating of iron oxide nanoparticles can regulate plasma 
glucose in mice. Science 336, 604-608 (2012). 
[24] Yoo, S. S. et al. Focused ultrasound modulates region-specific brain activity. Neuroimage 56, 
1267-1275 (2011). 
[25] Mullen, T. R. et al. Real-Time Neuroimaging and Cognitive Monitoring Using Wearable Dry 
EEG. IEEE Trans. Biomed. Eng. 62, 2553-2567 (2015). 
[26] Schirrmeister, R. T. et al. Deep learning with convolutional neural networks for EEG decoding 
and visualization. Hum. Brain Mapp. 38, 5391-5420 (2017). 
[27] Bouthour, W. et al. Biomarkers for closed-loop deep brain stimulation in Parkinson disease and 
beyond. Nat. Rev. Neurol. 15, 343-352 (2019). 
[28] Yarmolenko, P. S. et al. Thresholds for thermal damage to normal tissues: An update. Int. J. 
Hyperthermia 27, 320-343 (2011). 
[29] Arami, H. et al. In vivo delivery, pharmacokinetics, biodistribution and toxicity of iron oxide 
nanoparticles. Chem. Soc. Rev. 44, 8576-8607 (2015). 
[30] Fink, M. Time reversal of ultrasonic fields. I. Basic principles. IEEE Trans. Ultrason. 
Ferroelectr. Freq. Control 39, 555-566 (1992). 
[31] Zheng, W. et al. Identification and functional analysis of a Piezo1 mechanosensitive ion 
channel interactome. Nat. Commun. 12, 6858 (2021). 
[32] Lin, Y. C. et al. Force-induced conformational changes in PIEZO1. Nature 573, 230-234 
(2019). 
[33] Maresca, D. et al. Biomolecular Ultrasound and Sonogenetics. Annu. Rev. Chem. Biomol. Eng. 
9, 229-252 (2018). 
[34] Ibsen, S. et al. Sonogenetics is a non-invasive approach to activating neurons in Caenorhabditis 
elegans. Nat. Commun. 6, 8264 (2015). 
[35] Seo, D. et al. Wireless Recording in the Peripheral Nervous System with Ultrasonic Neural 
Dust. Neuron 91, 529-539 (2016). 
[36] Chen, R. et al. Wireless magnetothermal deep brain stimulation. Science 347, 1477-1480 
(2015). 
[37] Munshi, R. et al. Magnetothermal genetic deep brain stimulation of motor behaviors in awake, 
freely moving mice. eLife 6, e27069 (2017). 
[38] Lee, J. H. et al. Global and local fMRI signals driven by neurons defined optogenetically by 
type and wiring. Nature 465, 788-792 (2010). 
[39] Chen, R. et al. High-speed imaging of an ultrasound-driven bubble in a micro-channel. Phys. 
Rev. Lett. 103, 174501 (2009). 
[40] Kang, S. K. et al. Bioresorbable silicon electronic sensors for the brain. Nature 530, 71-76 
(2016). 
[41] Kozai, T. D. Y. et al. Ultrasmall implantable composite microelectrodes with bioactive surfaces 
for chronic neural interfaces. Nat. Mater. 11, 1065-1073 (2012). 
[42] Minev, I. R. et al. Electronic dura mater for long-term multimodal neural interfaces. Science 
347, 159-163 (2015). 
[43] Rivnay, J. et al. Organic electrochemical transistors. Nat. Rev. Mater. 3, 17086 (2018). 
[44] Khodagholy, D. et al. NeuroGrid: recording action potentials from the surface of the brain. Nat. 
Neurosci. 18, 310-315 (2015). 
[45] Jun, J. J. et al. Fully integrated silicon probes for high-density recording of neural activity. 
Nature 551, 232-236 (2017). 
[46] Buzsáki, G. et al. Tools for probing local circuits: High-density silicon probes combined with 
optogenetics. Neuron 86, 92-105 (2015). 

New York General Group 26



[47] Musk, E. & Neuralink. An integrated brain-machine interface platform with thousands of 
channels. J. Med. Internet Res. 21, e16194 (2019). 
[48] Chiang, C. H. et al. Development of a neural interface for high-definition, long-term recording 
in rodents and nonhuman primates. Sci. Transl. Med. 12, eaay4682 (2020). 
[49] Wellman, S. M. et al. A materials roadmap to functional neural interface design. Adv. Funct. 
Mater. 28, 1701269 (2018). 
[50] Hong, G. & Lieber, C. M. Novel electrode technologies for neural recordings. Nat. Rev. 
Neurosci. 20, 330-345 (2019). 

[Copyright] 

1. This paper is copyright free. Please feel free to use it for both commercial and non-commercial purposes. 
2. The formulas in this paper are expressed as they are typed in LATEX to prevent errors when copying and pasting. Please feel free to copy and paste the formulas and use 

them as you wish. 

New York General Group 27


